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1. INTRODUCTION

Systems described by singularly perturbed differential equations have been
the subject of intensive study during the last fifty years. Recall here that a sin-
gularly perturbed system of differential equations contains small parameters
ε as coefficients of the derivatives of some unknown functions of the system.
Usually, in the deterministic case, such small parameters are neglected, thus
one may associate two subsystems of lower dimensions which are independent
of the small parameters, namely the fast subsystem (boundary layer subsys-
tem) and the reduced subsystem (the slow subsystem). Some properties of
the solutions of the original system are then deduced/approximated from the
properties of the corresponding subsystems independent from the small pa-
rameters ε. The interested reader can refer to the textbooks [2, 8, 12] and the
references therein.
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It is important to point out here that in the stochastic framework, such a sim-
ple neglection of the small parameter ε doesn’t generally lead to satisfactory
solutions. Hence, problems related to singularly perturbed stochastic systems
could not be viewed as simple extensions of there deterministic counterparts.
This makes the study of this class of systems a challenging (and relatively not
fully investigated) topic. The problem of exponential stability for a class of
singularly perturbed stochastic systems has been addressed in [9, 3] (for the
linear case) and [17, 16] (for the nonlinear case). Linear-quadratic type con-
trol problems are addressed for instance in [5, 14] as well as H∞-type control
problems in [4].
The aforementioned works, both in deterministic and stochastic cases, have in
common that they all consider the case with only one fast time scale. Very
few results have been reported in the literature dealing with several fast time
scales. We cite here [15] for the deterministic case and [6] for the stochastic
framework. Pursuing our efforts in the study of singularly perturbed stochas-
tic systems, we consider in this paper a stochastic optimal control problem
described by a quadratic performance criterion and a linear controlled system
modeled by a system of singularly perturbed Itô differential equations with two
fast time scales and Markovian jumping. Our goal in this work is to analyse
the asymptotic structure with respect to the small parameters εj > 0, j = 1, 2
associated to the two fast time scales of the stabilizing solution of the matrix
Riccati equation associated to the optimal control problem under consider-
ation. The results derived in this stochastic framework cannot be obtained
mutatis-mutandis from the already existing ones in the deterministic case, as
those from [1]. The knowledge of the asymptotic structure of the stabilizing
solution of the Riccati equation allows us to avoid the ill conditioning of the
numerical computations required for obtaining the gain matrix of the optimal
control. Also, the analysis performed in this work may be used for the design
of a near optimal control for many practical applications in which the values
of the small parameters are not precisely known.
The remainder of the paper is organized as follows. In the next section we for-
mulate the considered problem. The main results of the paper are presented in
in Section 3 and we conclude the paper in Section 4. Due to page limitations,
proofs of main results have not been included here.
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2. THE PROBLEM

Let us consider the optimal control problem described by the controlled
system

εkdxk(t) =

 2∑
j=0

Akj(ηt)xj(t) +Bk(ηt)u(t)

 dt
+ εδk

 2∑
j=0

Ckj(ηt)xj(t) +Dk(ηt)u(t)

 dw(t)

xk(0) = xk0, k ∈ {0, 1, 2} (1)

and the quadratic cost functional

J(x0, u) =E
∞∫

0

 2∑
k,j=0

xTk (t)Mkj(ηt)xj(t)

+2
2∑
j=0

xTj (t)Lj(ηt)u(t) + uT (t)R(ηt)u(t)

 dt (2)

Mkj(ηt) = MT
jk(ηt), 0 ≤ j ≤ k ≤ 2, R(ηt) = RT (ηt), where xj(t) ∈ Rnj ,

0 ≤ j ≤ 2, are the state vectors and u(t) ∈ Rm are the control parameters;
{w(t)}t≥0 is a one dimensional standard Brownian motion defined on a given
probability space (Ω,F,P) and {ηt}t≥0 is a standard homogeneous Markov
process taking values in the set N = {1, 2, ..., N} and having the transition
semigroup P (t) = eQt with the generator matrix Q = (qij) whose elements

satisfy qij ≥ 0 if i 6= j and
∑N

k=1 qik = 0 for all i, j ∈ N. Throughout the work
{w(t)}t≥0 and {ηt}t≥0 are independent stochastic processes. E stands for the
mathematical expectation.
In (1) ε0 = 1 and for k ≥ 1, εk : [0, ε∗]→ [0,∞) satisfy

lim
ε→0

εk(ε)/εk−1(ε) = 0. (2)

We also assume that in (1), δ > 1
2 . The class of admissible controls Uadm(x0)

consists of all measurable stochastic processes u = {u(t)}t≥0 which are adapted
to the filtration generated by the stochastic processes {w(t)}t≥0 and {ηt}t≥0

having the properties:

(a)

∞∫
0

E[|u(t)|2]dt <∞
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(b) J(x0, u) <∞

(c)

lim
t→∞

2∑
j=0

E[|xj(t;x0, u)|2|η0 = i] = 0 (4)

where xj(t;x0, u), 0 ≤ j ≤ 2 is the solution of the problem with given ini-
tial value (1) determined by the input u and E[·|η0 = i] is the conditional
expectation with respect to the event {η0 = i}.

The linear quadratic optimization problem (LQOP) which we want to solve
requires to finding a control ũ ∈ Uadm(x0) with the property that

J(x0, ũ) = min
u∈Uadm(x0)

J(x0, u).

3. MAIN RESULTS

We shall write Ajk(i), Bk(i), ... instead of Ajk(ηt), Bk(ηt), ... every time when
ηt = i ∈ N. We introduce the notations:

A(i) =

 A00(i) A01(i) A02(i)
1
ε1
A10(i) 1

ε1
A11(i) 1

ε1
A12(i)

1
ε2
A20(i) 1

ε2
A21(i) 1

ε2
A22(i)


C(i) =

 C00(i) C01(i) C02(i)

εδ−1
1 C10(i) εδ−1

1 C11(i) εδ−1
1 C12(i)

εδ−1
2 C20(i) εδ−1

2 C21(i) εδ−1
2 C22(i)

 (4)

B(i) =
(
BT

0 (i) 1
ε1
BT

1 (i) 1
ε2
BT

2 (i)
)T ∈ Rn×m

D(i) =
(
DT

0 (i) εδ−1
1 DT

1 (i) εδ−1
2 DT

2 (i)
)T ∈ Rn×m

M(i) =

 M00(i) M01(i) M02(i)
MT

01(i) M11(i) M12(i)
MT

02(i) MT
12(i) M22(i)


L(i) =

(
LT0 (i) LT1 (i) LT2 (i)

)T ∈ Rn×m

with n = n0 + n1 + n2. With these notations (1) and (2) may be written in a
compact form as follows:

dx(t) = (A(ηt)x(t) + B(ηt)u(t))dt+ (C(ηt)x(t) + D(ηt)u(t))dw(t) (5)

J(x0, u) = E
∞∫

0

[xT (t)M(ηt)x(t) + 2xT (t)L(ηt)u(t) + uT (t)R(ηt)u(t)]dt (6)
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where x(t) =
(
xT0 (t) xT1 (t) xT2 (t)

)T
, x0 =

(
xT00 xT10 xT20

)T
. From (6)

and (7) one sees that for each fixed value of ε > 0 the optimal control problem
stated before is a standard stochastic LQ problem which was investigated in
[11] and for a more general settings see also Chapter 6 from [7].
Applying the results derived in the afore mentioned references, it follows that
the optimal control in the optimization problem described by (6) and (7) and
the class of admissible controls Uadm(x0) is

ũ(t) = F̃(ηt)x̃(t) (7)

where

F̃(i) = −(R(i) + DT (i)X̃(i)D(i))−1(BT (i)X̃(i) + DT (i)X̃(i)C(i) + LT (i)) (8)

X̃ = (X̃(1), ..., X̃(N)) is the unique stabilizing solution of the algebraic Riccati
equation of stochastic control SARE

AT (i)X(i) +X(i)A(i) + CT (i)X(i)C(i) + M(i)−
− (X(i)B(i) + CT (i)X(i)D(i) + L(i))(R(i) + DT (i)X(i)D(i))−1× (10)

(X(i)B(i) + CT (i)X(i)D(i) + L(i))T +
N∑
j=1

qijX(j) = 0

satisfying the sign conditions

R(i) + DT (i)X(i)D(i) > 0, 1 ≤ i ≤ N. (10)

In [11] was proposed a method based on a semidefinite programming (SDP)
for numerical computation of the stabilizing solution of SARE which satisfies
(11), while in [7] was proposed an iterative procedure for computing of this
solution.
From (5) one sees that the presence of the small parameters εk in the coef-
ficients of the system (6) favors the appearance of the stiffness phenomenon
which leads to ill conditioning of numerical computations performed to obtain
the stabilizing solution X̃ in (10). On the other hand, in many applications the
precise value of some of the small parameters εk involved in the mathematical
model of the regulated phenomenon are not known. That is why, in the case
of Riccati equations of type (10) with the structure of the coefficients given in
(5), is preferable to be done a detailed study of the dependence of the stabi-
lizing solution X̃ of (10) with respect to the small parameters εk, 1 ≤ k ≤ 2.
The goal of this work is to perform such an investigation of the asymptotic
behaviors of the stabilizing solution X̃ of SARE (10) satisfying the sign condi-
tions (11) when the small parameters εk satisfy the condition (3). This study
allows us to point out the dominant part of the stabilizing solution X̃ as well
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as the dominant part of the optimal feedback gain F̃ given in (9). Based on
the dominant part of the optimal feedback gain, we shall construct a subop-
timal control uapp(t) = Fapp(ηt)x(t) which stabilizes the given system (1) and
achieves a near optimal value J(x0, uapp) of the cost (2). We shall provide
an estimation of the deviation of this suboptimal value of the cost from the
optimal value J(x0, ũ).
In the deterministic case, that is Ckj(i) = 0, Dk(i) = 0, 0 ≤ k, j ≤ 2, i ∈ N,
an analogous study was done in [2], [8], [10] and [12] for the case of system
with only one fast time scale and in [1] respectively [15] for case with several
fast time scales.

3.1. THE DERIVATION OF THE REDUCED
COUPLED ALGEBRAIC RICCATI
EQUATIONS

Following the approach from [1] we shall investigate the asymptotic behavior
of the solution (X,F) of the following Lurie-Yakubovich-Popov type system of
stochastic control:

BT (i)X(i) + DT (i)X(i)C(i) + LT (i) = −(R(i) + DT (i)X(i)D(i))F(i)

AT (i)X(i) +X(i)A(i) + CT (i)X(i)C(i) + M(i)− (12)

− FT (i)(R(i) + DT (i)X(i)D(i))F(i) +
N∑
j=1

qijX(j) = 0.

Proceeding in this way, we obtain simultaneously both the asymptotic struc-
ture of the stabilizing solution of SARE (10)-(11) as well as the asymptotic
structure of the optimal stabilizing feedback gain (9).
We take

X(i) =

 X00(i) ε1X01(i) ε2X02(i)
ε1X

T
01(i) ε1X11(i) ε2X12(i)

ε2X
T
02(i) ε2X

T
12(i) ε2X22(i)


and F(i) = (F0(i) F1(i) F2(i)), Xkj(i) ∈ Rnk×nj , Xjj(i) = XT

jj(i), Fj(i) ∈
Rm×nj , k, j = 0, 1, 2.
Using (5) we obtain the following partition of the system (12):

BT0 (i)X00(i)+BT1 (i)XT
01(i)+BT2 (i)XT

02(i)+DT
0 (i)(X00(i)C00(i)

+εδ1X01(i)C10(i)+ +εδ2X02(i)C20(i))+DT
1 (i)(εδ1X

T
01(i)C00(i)+ε2δ−1

1 X11(i)C10(i)

+(
ε2
ε1

)δε2δ−11 X12(i)C20(i)) +DT
2 (i)(εδ2X

T
02(i)C00(i)+(

ε2
ε1

)δε2δ−11 XT
12(i)C10(i)

+ε2δ−12 X22(i)C20(i))+LT0 (i) = −(R(i) + DT (i)X(i)D(i))F0(i)



On the Asymptotic Structure of the Stabilizing Solution... 73

ε1B
T
0 (i)X01(i)+BT1 (i)X11(i)+BT2 (i)XT

12(i)+DT
0 (i)(X00(i)C01(i)

+εδ1X01(i)C11(i) +εδ2X02(i)C21(i))+DT
1 (i)(εδ1X

T
01(i)C01(i)+ε2δ−11 X11(i)C11(i)

+(
ε2
ε1

)δε2δ−11 X12(i)C21(i))+DT
2 (i)(εδ2X

T
02(i)C01(i)+(

ε2
ε1

)δε2δ−11 XT
12(i)C11(i)

+ε2δ−12 X22(i)C21(i)) + LT1 (i) = −(R(i) + DT (i)X(i)D(i))F1(i)

ε2B
T
0 (i)X02(i) + (

ε2
ε1

)BT1 (i)X12(i)+BT2 (i)X22(i)+DT
0 (i)(X00(i)C02(i)

+εδ1X01(i)C12(i)+ +εδ2X02(i)C22(i))+DT
1 (i)(εδ1X

T
01(i)C02(i)+ε2δ−11 X11(i)C12(i)

+(
ε2
ε1

)δε2δ−11 X12(i)C22(i))+ +DT
2 (i)(εδ2X

T
02(i)C02(i)+(

ε2
ε1

)δε2δ−11 XT
12(i)C12(i)

+ε2δ−12 X22(i)C22(i))+LT2 (i) = −(R(i) + DT (i)X(i)D(i))F2(i)

AT00(i)X00(i)+AT10(i)XT
01(i)+AT20(i)XT

02(i)+X00(i)A00(i)+X01(i)A10(i)

+X02(i)A20(i)+[CT (i)X(i)C(i)]00−FT0 (i)(R(i)

+DT (i)X(i)D(i))F0(i)+M00(i)+

N∑
j=1

qijX00(j) = 0

ε1A
T
00(i)X01(i)+AT10(i)X11(i)+AT20(i)XT

12(i)+X00(i)A01(i)+X01(i)A11(i)

+X02(i)A21(i)+[CT (i)X(i)C(i)]01 − FT0 (i)(R(i)

+DT (i)X(i)D(i))F1(i)+M01(i) + ε1

N∑
j=1

qijX01(j) = 0

ε2A
T
00(i)X02(i)+

ε2
ε1
AT10(i)X12(i)+AT20(i)X22(i)+X00(i)A02(i)

+X01(i)A12(i)+X02(i)A22(i)+[CT (i)X(i)C(i)]02 − FT0 (i)(R(i)

+DT (i)X(i)D(i))F2(i)+M02(i) + ε2

N∑
j=1

qijX02(j) = 0

ε1A
T
01(i)X01(i)+AT11(i)X11(i)+AT21(i)XT

12(i)+ε1X
T
01(i)A01(i)

+X11(i)A11(i)+X12(i)A21(i)+[CT (i)X(i)C(i)]11−FT1 (i)(R(i)

+DT (i)X(i)D(i))F1(i)+M11(i) + ε1

N∑
j=1

qijX11(j) = 0

ε2A
T
01(i)X02(i)+

ε2
ε1
AT11(i)X12(i)+AT21(i)X22(i)+ε1X

T
01(i)A02(i)+

+X11(i)A12(i)+X12(i)A22(i)+[CT (i)X(i)C(i)]12− (13)

− FT1 (i)(R(i)+DT (i)X(i)D(i))F2(i)+M12(i) + ε2

N∑
j=1

qijX12(j) = 0
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ε2A
T
02(i)X02(i)+

ε2
ε1
AT12(i)X12(i)+AT22(i)X22(i)+ε2X

T
02(i)A02(i)+

+
ε2
ε1
XT

12(i)A12(i)+X22(i)A22(i)+[CT (i)X(i)C(i)]22

− FT2 (i)(R(i)+DT (i)X(i)D(i))F2(i)+M22(i) + ε2

N∑
j=1

qijX22(j) = 0

where [CT (i)X(i)C(i)]kj is the kj-block of the matrix CT (i)X(i)C(i), 0 ≤ k,
j ≤ 2.
Setting formally ε = 0 in (13) and taking into account (3) and δ > 1

2 we
obtain:

BT
0 (i)X00(i)+BT

1 (i)XT
01(i)+BT

2 (i)XT
02(i)+DT

0 (i)X00(i)C00(i)+LT0 (i)

= −(R(i)+DT
0 (i)X00(i)D0(i))F0(i)

BT
1 (i)X11(i)+BT

2 (i)XT
12(i)+DT

0 (i)X00(i)C01(i)+LT1 (i)

= −(R(i)+DT
0 (i)X00(i)D0(i))F1(i)

BT
2 (i)X22(i)+DT

0 (i)X00(i)C02(i)+LT2 (i) = −(R(i)+DT
0 (i)X00(i)D0(i))F2(i)

AT00(i)X00(i)+AT10(i)XT
01(i)+AT20(i)XT

02(i)+X00(i)A00(i)

+X01(i)A10(i)+X02(i)A20(i)+ CT00(i)X00(i)C00(i)

− F T0 (i)(R(i)+DT
0 (i)X00(i)D0(i))F0(i)+M00(i) +

N∑
j=1

qijX00(j) = 0

AT10(i)X11(i)+AT20(i)XT
12(i)+X00(i)A01(i)+X01(i)A11(i)+X02(i)A22(i)+

+CT00(i)X00(i)C01(i)−F T0 (i)(R(i)+DT
0 (i)X00(i)D0(i))F1(i)+M01(i) = 0

AT20(i)X22(i)+X00(i)A02(i)+X01(i)A12(i)+X02(i)A22(i)

+CT00(i)X00(i)C02(i)−F T0 (i)(R(i)+DT
0 (i)X00(i)D0(i))F2(i)+M02(i) = 0

AT11(i)X11(i)+AT21(i)XT
12(i)+X11(i)A11(i)+X12(i)X21(i)

+CT01(i)X00(i)C01(i)−F T1 (i)(R(i)+DT
0 (i)X00(i)D0(i))F1(i)+M11(i) = 0

AT21(i)X12(i)+X11(i)A12(i)+X12(i)A22(i)+CT01(i)X00(i)C02(i)

−F T1 (i)(R(i)+DT
0 (i)X00(i)D0(i))F2(i)+M12(i) = 0
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AT22(i)X22(i)+X22(i)A22(i)+CT02(i)X00(i)C02(i)−
−F T2 (i)(R(i)+DT

0 (i)X00(i)D0(i))F2(i)+M22(i) = 0. (14)

Assuming that A22(i) are invertible, we may introduce the notations:

A1
kj(i) = Akj(i)−Ak2(i)A−1

22 (i)A2j(i) (14)

B1
j (i) = Bj(i)−Aj2(i)A−1

22 (i)B2(i), k, j = 0, 1

C1
0k(i) = C0k(i)− C02(i)A−1

22 (i)A2k(i)

L1
k(i) = Lk(i)−AT2k(i)A−T22 (i)L2(i)− (15)

−(Mk2(i)−AT2k(i)A−T22 (i)M22(i))A−1
22 (i)B2(i), k = 0, 1

R1(i) = R(i)− LT2 (i)A−1
22 (i)B2(i)−

−BT
2 (i)A−T22 (i)L2(i)+BT

2 (i)A−T22 (i)M22(i)A−1
22 (i)B2(i) (16)

D1
0(i) = D0(i)− C02(i)A−1

22 (i)B2(i)

and (
M1

00(i) M1
01(i)

(M1
01)T (i) M1

11(i)

)
=

 In0 0
0 In1

−A−1
22 (i)A20(i) −A−1

22 (i)A21(i)

T

×

 M00(i) M01(i) M02(i)
MT

01(i) M11(i) M12(i)
MT

02(i) MT
12(i) M22(i)

×
 In0 0

0 In1

−A−1
22 (i)A20(i) −A−1

22 (i)A21(i)

 (17)

The next result allows us to reduce the number of equations and the number
of unknowns of the systems (14).

Lemma 3.1. If A22(i) are invertible, the following hold:

(i) If (X00(i), X01(i), X11(i), X02(i), X12(i), X22(i), F0(i), F1(i), F2(i)), i ∈ N
is a solution of the system (14) with the property that the matrices
A22(i) +B2(i)F2(i) are invertible, then

(X00(i), X01(i), X11(i), X22(i), F 1
0 (i), F 1

1 (i), F2(i))

is a solution of the following system:

(B1
0)T (i)X00(i)+(B1

1)T (i)XT
01(i)+(D1

0)T (i)X00(i)C1
00(i)+(L1

0)T (i) =

−(R1(i)+(D1
0)T (i)X00(i)D1

0(i))F 1
0 (i)
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(B1
1)T (i)X11(i)+(D1

0)T (i)X00(i)C1
01(i)+(L1

1)T (i) =

−(R1(i)+(D1
0)T (i)X00(i)D1

0(i))F 1
1 (i)

BT
2 (i)X22(i)+DT

0 (i)X00(i)C02(i)+LT2 (i) =

− (R(i)+DT
0 (i)X00(i)D0(i))F2(i)

(A1
00)T (i)X00(i)+(A1

10)T (i)XT
01(i)+X00(i)A1

00(i)+X01(i)A1
10(i)+

+(C1
00)T (i)X00(i)C1

00(i)−(F 1
0 )T (i)(R1(i) (19)

+(D1
0)T (i)X00(i)D1

0(i))F 1
0 (i)+M1

00(i) +
N∑
j=1

qijX00(j) = 0

(A1
10)T (i)X11(i)+X00(i)A1

01(i)+X01(i)A1
11(i) +(C1

00)T (i)X00(i)C1
01(i)

−(F 1
0 )T (i)(R1(i)+(D1

0)T (i)X00(i)D1
0(i))F 1

1 (i)+M1
01(i) = 0

(A1
11)T (i)X11(i)+X11(i)A1

11(i)+(C1
01)T (i)X00(i)C1

01(i)

−(F 1
1 )T (i)(R1(i)+(D1

0)T (i)X00(i)D1
0(i))F 1

1 (i)+M1
11(i) = 0

AT22(i)X22(i)+X22(i)A22(i)+CT02(i)X00(i)C02(i)

−F T2 (i)(R(i)+DT
0 (i)X00(i)D0(i))F2(i)+M22(i) = 0.

where

F 1
j (i) =(Im + F2(i)A−1

22 (i)B2(i))−1(Fj(i)− F2(i)A−1
22 (i)A2j(i)), (20)

j = 0, 1

(ii) If (X00(i), X01(i), X11(i), X22(i), F 1
0 (i), F 1

1 (i), F2(i)), i ∈ N is a solution
of the system (19) with the property that A22(i) +B2(i)F2(i) are invert-
ible, then

(X00(i), X01(i), X11(i), X02(i), X12(i), X22(i), F0(i), F1(i), F2(i)), i ∈ N

is a solution of the system (14) if

Fj(i) =(Im + F2(i)A−1
22 (i)B2(i))F 1

j (i) + F2(i)A−1
22 (i)A2j(i),

j = 0, 1 (21)
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and

X02(i) =− [AT20(i)X22(i) +X00(i)A02(i) +X01(i)A11(i)

+ CT00(i)X00(i)C02(i)− F T0 (i)(R(i)

+DT
0 (i)X00(i)D0(i))F2(i) +M02(i)]A−1

22 (i) (22)

X12(i) = −[AT21(i)X22(i) +X11(i)A12(i) + CT01(i)X00(i)C02(i)

− F T1 (i)(R(i) +DT
0 (i)X00(i)D0(i))F2(i) +M12(i)]A−1

22 (i). (23)

Proof. Proof is done by direct calculation. The details are omitted.

We assume now that A1
11(i) are invertible and introduce the new notations:

A0
00(i) = A1

00(i)−A1
01(i)(A1

11)−1(i)A1
10(i)

C0
00(i) = C1

00(i)− C1
01(i)(A1

11)−1(i)A1
10(i)

B0
0(i) = B1

0(i)−A1
01(i)(A1

11)−1(i)B1
1(i) (23)

D0
0(i) = D1

0(i)− C1
01(i)(A1

11)−1(i)B1
1(i)

L0
0(i) = L1

0(i)− (A1
10)T (i)(A1

11)−T (i)L1
1(i)−

−(M1
01(i)− (A1

10)T (i)(A1
11)−T (i)M1

11(i))(A1
11)−1(i)B1

1(i) (24)

R0(i) = R1(i)− (B1
1)T (i)(A1

11)−T (i)L1
1(i)− (L1

1)T (i)(A1
11)−1(i)B1

1(i)

+(B1
1)T (i)(A1

11)−T (i)M1
11(i)(A1

11)−1(i)B1
1(i)

M0(i) =

(
In0

−(A1
11)−1(i)A1

10(i)

)T (
M1

00(i) M1
01(i)

(M1
01)T (i) M1

11(i)

)
×

×
(

In0

−(A1
11)−1(i)A1

10(i)

)
.

The next result allows us to reduce the number of equations and unknowns of
the system (19).

Lemma 3.2. Assume that A1
11(i) are invertible, then the following hold:

(i) If (X00(i), X01(i), X11(i), X22(i), F 1
0 (i), F 1

1 (i), F2(i)), i ∈ N is a solution
of the system (19) with the property that A1

11(i) +B1
1(i)F 1

1 (i) are invert-
ible, then (X00(i), X11(i), X22(i), F 0

0 (i), F 1
1 (i), F2(i)) is a solution of the
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system:

(B0
0)T (i)X00(i)+(D0

0)T (i)X00(i)C0
00(i)+L0

0(i)

=−(R0(i)+(D0
0)T (i)X00(i)D0

0(i))F 0
0 (i)

(B1
1)T(i)X11(i)+(D1

0)T(i)X00(i)C1
01(i)+(L1

1)T(i)

=−(R1(i)+(D1
0)T(i)X00(i)D1

0(i))F 1
1 (i)

BT
2 (i)X22(i)+DT

0 (i)X00(i)C02(i)+LT2 (i)

=−(R(i)+DT
0 (i)X00(i)D0(i))F2(i)

(A0
00)T (i)X00(i)+X00(i)A0

00(i)+(C0
00)T (i)X00(i)C0

00(i)−(F 0
0 )T (i)(R0(i)

+(D0
0)T (i)X00(i)D0

0(i))F 0
0 (i)+M0(i) +

N∑
j=1

qijX00(j) = 0

(A1
11)T (i)X11(i)+X11(i)A111(i)+ (C1

01)T (i)X00(i)C1
01(i)

−(F 1
1 )T (i)(R1(i)+(D1

0)T (i)X00(i)D1
0(i))F 1

1 (i)+M1
11(i) = 0 (26)

AT22(i)X22(i)+X22(i)A22(i) + (C02)T (i)X00(i)C02(i)−
−F T2 (i)(R(i)+DT

0 (i)X00(i)D0(i))F2(i)+M22(i) = 0

where

F 0
0 (i) = (Im + F 1

1 (i)(A1
11)−1(i)B1

1(i))−1(F 1
0 (i)− F 1

1 (i)(A1
11)−1(i)A1

10(i)). (26)

(ii) If (X00(i), X11(i), X22(i), F 0
0 (i), F 1

1 (i), F2(i)), i ∈ N is a solution of the
system (26) with the property that

A1
11(i) +B1

1(i)F 1
1 (i)

are invertible matrices, then

(X10(i), X01(i), X11(i), X22(i), F 1
0 (i), F 1

1 (i), F2(i)), i ∈ N

is a solution of the system (19) if

F 1
0 (i) = (Im + F 1

1 (i)(A1
11)−1(i)B1

1(i))F 0
0 (i) + F 1

1 (i)(A1
11)−1(i)A1

10(i) (27)

and

X01(i) = −[(A1
10)T (i)X11(i) +X00(i)A1

01(i) + (C1
00)T (i)X00(i)C1

01(i)−

(F 1
0 )T (i)(R1(i) + (D1

0)T (i)X00(i)D1
0(i))F 1

1 (i) +M1
01(i)](A1

11)−1(i). (29)

Proof. The proof may be done by a laborious calculation.
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Assuming that X00(i) are such that the matrices

R0(i)+(D0
0)T (i)X00(i)D0

0(i), R1(i)+(D1
0)T (i)X00(i)D1

0(i), R(i)+DT
0 (i)X00(i)D0(i)

are invertible we may remove the unknowns F 0
0 (i), F 1

1 (i), F2(i) from (26) and
obtain the following system of nonlinear equations with the unknowns X00(i),
X11(i), X22(i):

(A0
00)T (i)X00(i)+X00(i)A0

00(i)+(C0
00)T (i)X00(i)C0

00(i)−
−(X00(i)B0

0(i)+(C0
00)T (i)X00(i)D0

0(i)+L0
0(i))(R0(i)

+(D0
0)T (i)X00(i)D0

0(i))−1 × ((B0
0)T (i)X00(i)

+(D0
0)T (i)X00(i)C0

00(i)+(L0
0)T )(i)+M0(i) +

N∑
j=1

qijX00(j) = 0

(A1
11)T (i)X11(i)+X11(i)A1

11(i)+(C1
01)T (i)X00(i)C1

01(i)−(X11(i)B1
1(i)

+(C1
01)T (i)X00(i)D1

0(i)+L1
1(i))(R1(i)+(D1

0)T (i)X00(i)D1
0(i))−1

× ((B1
1)T (i)X11(i)+(D1

0)T (i)X00(i)C1
01(i)+(L1

1)T (i))+M1
11(i) = 0 (30)

AT22(i)X22(i)+X22(i)A22(i)+CT02(i)X00(i)C02(i)−(X22(i)B2(i)

+CT02(i)X00(i)D0(i)+L2(i))(R(i)+DT
0 (i)X00(i)D0(i))−1 × (BT

2 (i)X22(i)

+DT
0 (i)X00(i)C02(i)+LT2 (i))+M22(i) = 0.

In the special case

Cjk(i) = 0, Dk(i) = 0, 0 ≤ j, k ≤ 2, i = 1

the system of nonlinear equations (30) reduces to three uncoupled algebraic
Riccati equations arising in the investigations of the asymptotic structure of
the stabilizing solution of an algebraic Riccati equation associated to a lin-
ear quadratic optimization problem for a deterministic controlled system with
several time scales (see e.g. [1]).
In the stochastic context considered on this work, the system of nonlinear
equation (30) will play the same role which, in the deterministic case, is
played by the algebraic Riccati equations of lower dimension obtained ne-
glecting the small parameters. That is why, in the following, the system (30)
will be called the system of coupled reduced algebraic Riccati equa-
tions (SCRARE).
In the next subsection we shall introduce the concept of stabilizing solution of
the system (30) and we shall provide a set of necessary and sufficient conditions
for the existence of the stabilizing solution.
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3.2. STABILIZING SOLUTION OF SCRARE

Let Snk ⊂ Rnk×nk be the linear space of symmetric matrices of size nk×nk,
0 ≤ k ≤ 2. We set

X = (Sn0 × Sn1 × Sn2)× (Sn0 × Sn1 × Sn2)× · · · × (Sn0 × Sn1 × Sn2).

Hence, X ∈ X if and only if

X = ((X0(1), X1(1), X2(1)), · · · , (X0(N), X1(N), X2(N))) .

X is a real Hilbert space with respect to the inner product

〈X,Y〉 =

N∑
i=1

2∑
j=0

Tr[Xj(i)Yj(i)] (30)

for all X,Y ∈ X. On X we consider the ordering relation ”≥” induced by the
convex closed cone with not empty interior

X+ ={X ∈ X|X = ((X0(1), X1(1), X2(1)), · · · , (X0(N), X1(N), X2(N))) ,

Xj(i) ≥ 0, j = 0, 1, 2, i ∈ N}.

The system of nonlinear equations (30) can be regarded as a generalized
algebraic Riccati equation on X of the form:

ATX + XA + Π1[X] + M−
(XB + Π2[X] + L)(R + Π3[X])−1(XB + Π2[X] + L)T = 0 (31)

where

A =

(
(A0

00(1) +
1

2
q11In0 , A

1
11(1), A22(1)),

· · · , (A0
00(N) +

1

2
qNNIn0 , A

1
11(N), A22(N))

)
B =

(
(B0

0(1), B1
1(1), B2(1)), · · · , (B0

0(N), B1
1(N), B2(N))

)
M =

(
(M0(1),M1

11(1),M22(1)), · · · , (M0(N),M1
11(N),M22(N))

)
R =

(
(R0(1), R1(1), R(1)), · · · , (R0(N), R1(N), R(N))

)
Π1[X](i) =((C0

0 )T (i)X0(i)C0
0 (i)+

N∑
j 6=i,j=1

qijX0(j),

C1T
01 (i)X0(i)C1

01(i), CT02(i)X0(i)C02(i))
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Π2[X](i) =
(
(C0

00)T (i)X0(i)D0
0(i), (C1

01)T (i)X0(i)D1
0(i), CT02(i)X0(i)D0(i)

)
Π3[X](i) =

(
(D0

0)T (i)X0(i)D0
0(i), (D1

0)T (i)X0(i)D1
0(i), DT

0 (i)X0(i)D0(i)
)

1 ≤ i ≤ N and for all X ∈ X.

We set Π[X](i) =

(
Π1[X](i) Π2[X](i)
ΠT

2 [X](i) Π3[X](i)

)
. To the triple (A,B,Π) and

the feedback gain F = ((F0(1), F1(1), F2(1)), · · · , (F0(N), F1(N), F2(N))) with
Fj(i) ∈ Rm×nj , j = 0, 1, 2, i ∈ N we associate the linear operator LF : X→ X
by

LF[X](i) = (LF0[X](i),LF1[X](i),LF2[X](i))

with

LF0[X](i) =(A0
00(i)+B0

0(i)F0(i))TX0(i)+X0(i)(A0
00(i)+B0

0(i)F0(i))

+(C0
00(i)+D0

0(i)F0(i))TX0(i)(C0
00(i)

+D0
0(i)F0(i)) +

N∑
j=1

qijX0(j)

LF1[X](i) =(A1
11(i)+B1

1(i)F1(i))TX1(i)+X1(i)(A1
11(i)+B1

1(i)F1(i))

+(C1
01(i)+D1

0(i)F1(i))TX0(i)(C1
01(i)+D0(i)F1(i)) (33)

LF2[X](i) =(A22(i)+B2(i)F2(i))TX2(i)+X2(i)(A22(i)+B2(i)F2(i))

+(C02(i)+D0(i)F2(i))TX0(i)(C02(i)+D0(i)F2(i))

for all X ∈ X, i ∈ N.
Several properties of the operator of type (33) are summarized in the following
proposition:

Propoziia 3.1. (i) For each feedback gain the corresponding operator LF

generates a positive evolution on the space X, that is:

eLFtX+ ⊂ X+

for all t ≥ 0.

(ii) The spectrum of the operator LF is in the half plane C− = {λ ∈ C,
Reλ < 0} if and only if, there exists X̂ ∈ IntX+ such that LF[X̂] < 0.

Now we are in position to introduce the concept of stabilizing solution of
SCRARE (30).

Definition 3.1. A solution

X̃ =
(

(X̃0(1), X̃1(1), X̃2(1)), · · · , (X̃0(N), X̃1(N), X̃2(N))
)
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of (30) is named ”stabilizing solution” if the spectrum of the linear operator
LF̃ is located in the half plane C−,LF̃ being the linear operator of type (33)

defined for F̃ =
(

(F̃0(1), F̃1(1), F̃2(1)), · · · , (F̃0(N), F̃1(N), F̃2(N))
)

where

F̃0(i) = −(R0(i)+(D0
0)T (i)X̃0(i)D0

0(i))−1 ×
((B0

0)T (i)X̃0(i)+(D0
0)T (i)X̃0(i)C0

00(i)+(L0
0)T (i))

F̃1(i) = −(R1(i)+(D1
0)T (i)X̃0(i)D1

0(i))−1 ×
((B1

1)T (i)X̃1(i)+(D1
0)T (i)X̃0(i)C1

01(i)+(L1
1)T (i)) (33)

F̃2(i) = −(R(i)+DT
0 (i)X̃0(i)D0(i))−1 ×

(BT
2 (i)X̃2(i)+DT

0 (i)X̃0(i)C02(i)+LT2 (i))

Definition 3.2. We say that the triple (A,B,Π) is stabilizable if there exists a
feedback gain F = ((F0(1), F1(1), F2(1)), · · · , (F0(N), F1(N), F2(N))) with the
property that the spectrum of the corresponding linear operator LF is located
in the half plane C−.

Necessary and sufficient conditions for the stabilizability of the triple (A,B,Π)
can be derived employing part (ii) of Proposition 3.1 combined with Schur
complement technique.
The next result provides a set of conditions equivalent to the existence of the
stabilizing solution X̃ of SCRARE (30) satisfying the sign conditions:

R0(i)+(D0
0)T (i)X̃0(i)D0

0(i) > 0

R1(i)+(D1
0)T (i)X̃0(i)D1

0(i) > 0 (34)

R(i) +DT
0 (i)X̃0(i)D0(i) > 0, i ∈ N.

Theorem 3.1. The following are equivalent:

(i) the SCRARE (30) has a unique stabilizing solution

X̃ =
(

(X̃0(1), X̃1(1), X̃2(1)), · · · , (X̃0(N), X̃1(N), X̃2(N))
)

satisfying the sign conditions (35);

(ii) the triple (A,B,Π) is stabilizable and there exists

Y = ((Y0(1), Y1(1), Y2(1)), · · · , (Y0(N), Y1(N), Y2(N))) ∈ X

solving the following system of LMIs:
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(
Θ0(Y0, i) Y0(i)B0

0(i)+C0T
00 (i)Y0(i)D0

0(i)+L0
0(i)

B0T
0 (i)Y0(i)+D0T

0 (i)Y0(i)C0
00(i)+L0T

0 (i) R0(i)+D0T
0 (i)Y0(i)D0

0(i)

)
> 0

(
Θ1(Y0, Y1, i) Y1(i)B1

1(i)+C1T
01 (i)Y0(i)D1

0(i)+L1
1(i)

B1T
1 (i)Y1(i)+D1T

0 (i)Y0(i)C1
01(i)+L1T

1 (i) R1(i)+D1T
0 (i)Y0(i)D1

0(i)

)
> 0

(
Θ2(Y0, Y2, i) Y2(i)B2(i)+CT

02(i)Y0(i)D0(i)+L2(i)

BT
2 (i)Y2(i)+DT

0 (i)Y0(i)C02(i)+LT
2 (i) R(i)+DT

0 (i)Y0(i)D0(i)

)
> 0.

where

Θ0(Y0, i) =(A0
0)T (i)Y0(i) + Y0(i)A0

0(i) + (C0
00)T (i)Y0(i)C0

00(i)

+M0(i) +

N∑
j=1

qijY0(j)

Θ1(Y0, Y1, i) = (A1
11)T (i)Y1(i) + Y1(i)A1

11(i) + (C1
01)T (i)Y0(i)C1

01(i) +M1
11(i)

Θ2(Y0, Y2, i) = AT22(i)Y2(i) + Y2(i)A22(i) + CT02(i)Y0(i)C02(i) +M22(i)

3.3. THE ASYMPTOTIC STRUCTURE OF THE
STABILIZING SOLUTION OF SARE

Let us assume that conditions from Theorem 3.1 (ii) are fulfilled. Then
SCRARE (30) has a unique stabilizing solution

X̃ =
(

(X̃0(1), X̃1(1), X̃2(1)), · · · , (X̃0(N), X̃1(N), X̃2(N))
)

satisfying the sign conditions (35). Let (F̃0(i), F̃1(i), F̃2(i)) be the correspond-
ing feedback gains defined in (34). Employing Proposition 3.1 (ii) in the case

of operator LF̃ we may infer that the matrices Ajjj(i)+Bj
j (i)F̃j(i) are Hurwitz

matrices 0 ≤ j ≤ 2, i ∈ N, with A2
22(i) , A22(i) and B2

2(i) , B2(i). Taking

F̃ 1
1 (i) , F̃1(i) we compute F̃ 1

0 (i) by

F̃ 1
0 (i) = (Im+F̃ 1

1 (i)(A1
11)−1(i)B1

1(i))F̃0(i)+F̃ 1
1 (i)(A1

11)−1(i)A1
10(i). (35)

Further, we compute ˜̃F j(i) by

˜̃F j(i) = (Im+F̃2(i)A−1
22 (i)B2(i))F̃ 1

j (i)+F̃2(i)A−1
22 (i)A2j(i), j = 0, 1 (36)

and

˜̃F 2(i) , F̃2(i). (37)

We compute X̃01(i) by

X̃01(i) =−[(A1
10)T (i)X̃1(i)+X̃0(i)A1

01(i)+(C1
00)T (i)X̃0(i)C1

01(i)

−(F̃ 1
0 )T (i)(R1(i) + (D1

0)T (i)X̃0(i)D1
0(i))F̃ 1

1 (i)+M1
01(i)](A1

11)−1(i). (38)
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Then, we compute X̃02(i), X̃12(i) by:

X̃02(i) =−[AT20(i)X̃2(i)+X̃0(i)A02(i)+X̃01(i)A12(i)+CT00(i)X̃0(i)C02(i)

− ˜̃F
T

0 (i)(R(i)+DT
0 (i)X̃0(i)D0(i)) ˜̃F 2(i) +M02(i)]A−1

22 (i) (40)

X̃12(i) =−[AT21(i)X̃2(i)+X̃1(i)A12(i)+CT01(i)X̃1(i)A12(i)+CT01(i)X̃0(i)C02(i)

− ˜̃F
T

1 (i)(R(i)+DT
0 (i)X̃0(i)D0(i)) ˜̃F 2(i)+M12(i)]A−1

22 (i). (41)

Applying Lemma 3.1 (ii), Lemma 3.2 (ii) together with (36)-(41) we obtain
that

(X̃0(i), X̃01(i), X̃1(i), X̃02(i), X̃12(i), X̃2(i), ˜̃F 0(i), ˜̃F 1(i), ˜̃F 2(i)), i ∈ N

is a solution of the system (14) obtained starting from the stabilizing solution
of SCRARE (30).
In order to obtain the existence of the stabilizing solution of SARE (10) satisfy-
ing the sign condition (11), we shall use the implicit function theorem applied
to the system (13). To this end, we regard (13) as an equation of type

Φ(W, ν) = 0 (41)

on the finite dimensional Banach space

W =SNn0
× (Rn0×n1)N × SNn1

× (Rn0×n1)N × (Rn1×n2)N

× SNn2
× (Rm×n0)N × (Rm×n1)N × (Rm×n2)N .

In (42) ν stands for (ε1, ε2,
ε2
ε1
, εδ1, ε

2δ−1
1 , εδ2, ε

2δ−1
2 , ( ε2ε1 )δ). One shows that the

assumptions of the implicit function theorem are fulfilled for equation (42)
around to the special solution W̃ = (W (1),W (2), · · · ,W (n)) with

W (i) = (X̃0(i), X̃01(i), X̃1(i), X̃02(i), X̃12(i), X̃2(i), ˜̃F 0(i), ˜̃F 1(i), ˜̃F 2(i))

and ν = 0.
Thus we obtain the main results of this work:

Theorem 3.2. Assume:

(a) the matrices A22(i) and A1
11(i) are invertible;

(b) conditions from (ii) of Theorem 3.1 are fulfilled.

Then the following hold: there exists ε∗k > 0, ρ∗ > 0, with the property that
for any 0 < εk < ε∗k, k = 1, 2 and 0 < ε2/ε1 < ρ∗ the SARE (10) has a

stabilizing solution X̃(ε1, ε2) = (X̃(ε1, ε2, 1), · · · , X̃(ε1, ε2, N)) satisfying the
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sign condition (11). Furthermore the solution X̃(ε1, ε2) has the asymptotic
structure:

X̃(ε1, ε2, i) =

 X̃0(i)+O(ν) ε1(X̃01(i)+O(ν)) ε2(X̃02(i)+O(ν))

ε1(X̃T
01(i)+O(ν)) ε1(X̃1(i)+O(ν)) ε2(X̃12(i)+O(ν))

ε2(X̃T
02(i)+O(ν)) ε2(X̃T

12(i)+O(ν)) ε2(X̃2(i)+O(ν))


and the corresponding feedback gain (9) of the optimal control has the asymp-
totic structure:

F̃ (ε1, ε2, i) =
(

˜̃F 0(i) ˜̃F 1(i) ˜̃F 2(i)

)
+O(ν). (42)

3.4. NEAR OPTIMAL LQ REGULATOR

The asymptotic structure (43) of the optimal feedback allows us to design
a near optimal control whose gain matrices do not depend upon small param-
eters εk, k = 1, 2.

Theorem 3.3. Assume that the assumptions of Theorem 3.2 are fulfilled.
Consider the control

uapp(t) = ˜̃F 0(ηt)x0(t)+ ˜̃F 1(ηt)x1(t)+ ˜̃F 2(ηt)x2(t) (43)

whose gain matrices ˜̃F j , 0 ≤ j ≤ 2 are computed via (36)- (38) based on the

stabilizing feedback gains (F̃0(i), F̃1(i), F̃2(i)) defined in (34) corresponding to
the stabilizing solution X̃ of SCRARE (30). Under the considered assumptions
the control (44) stabilizes the system (1) for ε1 > 0, ε2 > 0 small enough. An
upper bound of the loss of performance is given by:

0 ≤ J(x0, uapp)− J(x0, ũ) ≤ γ‖ν‖2|x0|2.

Remark 3.1. The gain matrices of the control (44) do not depend upon the
small parameters ε1, ε2 and ε2

ε1
. They may be computed using (34), (36)-

(38), based on the stabilizing solution of SCRARE (30), satisfying the sign
conditions (35).

4. CONCLUSION

We have addressed in this note an LQ-type control problem for a class of
Itô differential equations with two fast time scales and Markovian jumping
of there parameters. Our goal was to perform a detailed investigation of the
ε-dependence of the stabilizing solution of the Riccati equation involved in
the construction of the optimal control of the considered LQ problem. The
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asymptotic structure of the stabilizing solution of the algebraic Riccati equa-
tion associated to the considered LQ control problem was obtained applying
the implicit functions theorem. Based on the dominant part of the gain matri-
ces of the optimal control we have constructed a near optimal ε-independent
control law.
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